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THE LAW COMMISSIONS — HOW WE CONSULT

Topic of this consultation: In 2018, the Centre for Connected and Automated Vehicles
(CCAV) asked the Law Commission of England and Wales and the Scottish Law
Commission to examine options for regulating automated road vehicles.

This is the third paper in that review. We make provisional proposals for a new regulatory
system, examining the definition of “self-driving”; safety assurance before AVs are deployed
on the road; and how to assure safety on an ongoing basis. We also consider user and fleet
operator responsibilities, civil liability, criminal liability and access to data.

Duration of the consultation: We invite responses from 18 December 2020 to 18 March
2021.

Comments may be sent:

Using an online form at:

https://consult.justice.gov.uk/law-commission/automated-vehicles-requlatory-framework

We have also produced a questionnaire in word format available on request. We are happy
to accept comments in other formats. Please send your response:

By emailto  automatedvehicles@lawcommission.gov.uk
OR

By post to Automated Vehicles Team, Law Commission, 1st Floor, Tower, 52 Queen
Anne’s Gate, London, SW1H 9AG.

If you send your comments by post, it would be helpful if, whenever possible, you could
also send them by email.

Availability of materials: The consultation paper is available on our websites at
https://www.lawcom.gov.uk/project/automated-vehicles/ and
https://www.scotlawcom.gov.uk/law-reform/law-reform-projects/joint-projects/automated-
vehicles/

We are committed to providing accessible publications. If you require this consultation paper
to be made available in a different format please email
automatedvehicles@lawcommission.gov.uk or call 020 3334 0200.

After the consultation: The responses to this consultation will inform the next stages of this
project. We aim to produce a final report with recommendations by the end of 2021.

Geographical scope: This consultation paper applies to the laws of England, Wales and
Scotland.

Consultation Principles: The Law Commission follows the Consultation Principles set out
by the Cabinet Office. The Principles are available on the Cabinet Office website at:
https://www.gov.uk/government/publications/consultation-principles-guidance.
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Information provided to the Law Commissions: We aim to be transparent in our decision-
making, and to explain the basis on which we have reached conclusions. This means that
we may publish or disclose information you provide, including personal information. For
example, we may publish an extract of your response in the Law Commissions’ publications,
or publish the response itself. Additionally, we may be required to disclose the information in
accordance with the Freedom of Information Act 2000 or the Freedom of Information
(Scotland) Act 2002. We will process your personal data in accordance with the General
Data Protection Regulation.

If you consider that it is necessary for all or some of the information that you provide to be
treated as confidential, and so neither published nor disclosed, please contact us before
sending it. Please limit the confidential material to the minimum, clearly identify it and explain
why you want it to be confidential. We cannot guarantee that confidentiality can be
maintained in all circumstances and an automatic disclaimer generated by your IT system
will not be regarded as binding on the Law Commissions.

Alternatively, you may want your response to be anonymous. That means that we may refer
to what you say in your response but will not reveal that the information came from you. If
S0, please make this clear.

We list those who responded to our consultations in our reports. If you provide a confidential
response your name will appear in that list. If your response is anonymous, we will not
include your name in the list unless you have given us permission to do so.

Further information about how we handle data is available at
https://www.lawcom.gov.uk/document/handling-data/ and
https://www.scotlawcom.gov.uk/about-us/freedom-information/.

Any queries about the contents of this Privacy Notice can be directed to:

enquiries@lawcommission.gov.uk and info@scotlawcom.gov.uk.

About the Law Commissions: The Law Commission and the Scottish Law Commission
were set up by the Law Commissions Act 1965 for the purpose of promoting the reform of
the law.

The Law Commissioners are: The Hon Mr Justice Green, Chair, Professor Sarah Green,
Professor Nicholas Hopkins, Professor Penney Lewis and Nicholas Paines QC. The Chief
Executive is Phillip Golding.

The Scottish Law Commissioners are: The Rt Hon Lady Paton, Chair, David Bartos,
Professor Gillian Black, Kate Dowdalls QC and Professor Frankie McCarthy. The Chief
Executive is Malcolm McMillan.
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List of Abbreviations

ABI: The Association of British Insurers.

ADS: Automated Driving System.

ADAS: Advanced Driver Assistance System.

ADSE: Automated Driving System Entity.

AEV Act: Automated and Electric Vehicles Act 2018.
ALARP: as low as reasonably practicable.

ALKS: Automated Lane Keeping System.

AV: automated vehicle.

BSI: British Standards Institution.

CAV: Connected and Autonomous Vehicle.

CCAV: Centre for Connected and Autonomous Vehicles.
CP1: Consultation Paper 1.

CP2: Consultation Paper 2.

DfT: Department for Transport.

DDT: Dynamic Driving Task.

DSSAD: Data Storage Systems for Automated Driving.
DVSA: Driver and Vehicle Standards Agency.

EDR: Event Data Recorder.

GDPR: General Data Protection Regulation 2016/679.
GPSR: General Product Safety Regulations 2005 SI 2005/1803.
HARPS: Highly Automated Road Passenger Service.
IEEE: Institute of Electrical and Electronics Engineers.
ISO: International Organization for Standardisation.

MSU: Market Surveillance Unit.



NUIC: No user-in-charge vehicle.

NSSTA: National Small Series Type Approval.

ODD: Operational Design Domain.

OECD: Organisation for Economic Co-operation and Development.
OEM: Original Equipment Manufacturer.

PHV: Private Hire Vehicle.

PSV: Public Service Vehicle.

SAE: Society of Automotive Engineers.

SMMT: Society of Motor Manufacturers and Traders.

StVG: Strassenverkehrsgesetz (the German Road Traffic Act).
TfL: Transport for London.

TRO: Traffic Regulation Order.

UNECE: United Nations Economic Commission for Europe.
VCA: Vehicle Certification Agency.

WVTA: Whole Vehicle Type-Approval.



Glossary

ABI/Thatcham Report: Association of British Insurers (ABI) and Thatcham Research,
Defining Safe Automated Driving. Insurer Requirements for Highway Automation
(September 2019).

Advanced Driver Assistance System: Vehicle-based electronic systems which provide
driver assistance.

Automated driving system: A term used in the SAE Taxonomy to describe a vehicle
system that uses both hardware and software to perform the dynamic driving task on a
sustained basis. Sometimes abbreviated to ADS.

Automated driving system entity: The entity that puts the ADS forward for legal
categorisation as self-driving and is legally responsible for how the ADS performs
dynamic control. The automated driving system entity must have been closely involved
in assessing the safety of the ADS and have sufficient funds (e.g. to organise a recall).
This may be the vehicle manufacturer or software designer or a joint venture between
the two. We discuss the ADSE role and its associated obligations in Chapter 8.
Sometimes abbreviated as ADSE.

Automated Lane Keeping System (ALKS): a system which steers and controls vehicle
speed in lane for extended periods on motorways.

ALKS Regulation: UN Regulation 157 on uniform provisions concerning the approval of
vehicles with regard to Automated Lane Keeping Systems ECE/TRANS/WP.29/2020/81
(25 June 2020).

Allianz study: MA Kreutner and others, Needs and Requirements of EDR for Automated
Vehicles — Analysis based on Insurance Claims Reported to Allianz Germany.

Automated vehicles: a general term used to describe vehicles containing an automated
driving system which is able to perform the dynamic driving task.

Call for Evidence: Centre for Connected and Autonomous Vehicles, Safe Use of
Automated Driving Systems Call for Evidence (August 2020).

Conditional automation: A term used in the SAE Taxonomy to describe an automated
driving system which can perform the entire dynamic driving task but with the
expectation that a user will be receptive and respond appropriately to requests to
intervene and certain failures affecting the vehicle: SAE Level 3.

Connectivity: Connectivity in the context of connected cars refers to cars with a wireless
connection that allows them to communicate with their internal and external
environments, including with a remote supervisor and with other cars in a fleet of
connected cars.



Consultation Paper 1: The first consultation paper in the joint review of automated vehicles
by the Law Commission and Scottish Law Commission. It was published in November
2018 and is available at: https://www.lawcom.gov.uk/project/automated-vehicles/.

Consultation Paper 2: The second consultation paper in the joint review of automated
vehicles by the Law Commission and Scottish Law Commission. It was published in
October 2019 and is available at: https://www.lawcom.gov.uk/project/automated-
vehicles/.

Cybersecurity Regulation: UN Regulation on uniform provisions concerning the approval
of vehicles with regard to cyber security and of cybersecurity management systems,
ECE/TRANS/WP.29/2020/79.

DfT Annual Report 2019: Department for Transport, Reported Road Casualties in Great
Britain, Annual Report 2019 (September 2020).

Driver assistance: Individual automation features such as adaptive cruise control or lane
changing features which assist the driver. The driver is still responsible for the dynamic
driving task including monitoring the environment.

Dynamic driving task: A term used in the SAE Taxonomy to describe the real-time
operational and tactical functions required to operate a vehicle in on-road traffic,
excluding the strategic functions such as trip scheduling and selection of destinations
and waypoints.

Fault accident: An accident where, if a human driver had driven the car instead of an ADS,
the driver would be held liable for causing the accident in the civil law of negligence.

Haptic: involving the transmission of information through sense of touch.

HARPS: Highly automated road passenger services. The term refers to a service which
uses highly automated vehicles to supply road journeys to passengers without a human
driver or user-in-charge. Some services may resemble taxi, private hire or bus services;
others may look and operate differently.

HF-IRADS: Human Factors in International Regulations for Automated Driving Systems
group position paper submitted on 18 September 2020 to the Global Forum for Road
Traffic Safety.

Highly automated vehicle: a term used in the SAE Taxonomy to describe a vehicle
equipped with an automated driving system which can perform the dynamic driving task
without requiring a user to be receptive to requests to intervene. SAE Level 4.

Human factors research: The study of how humans behave, both physically and mentally,
in relation to particular environments, systems, products or services. Also sometimes
referred to as ergonomics.

ISO/SAE DPAS 22736: A draft revision to the SAE Taxonomy dated November 2020.

Minimal risk condition: A term used in the SAE Taxonomy to describe a stable, stopped
condition to which a user or an ADS may bring a vehicle in order to reduce the risk of a
crash when a given trip cannot or should not be continued.
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Mobileye RSS Report: Mobileye, S Shalev-Shwartz, S Shammah and A Shashua, “On a
Formal Model of Safe and Scalable Self-driving Cars” (2017).

Non-user-in-charge (NUIC) vehicle: a highly automated vehicle which is authorised for use
without a user-in-charge.

Original Equipment Manufacturer: The manufacturer who assembles the entire vehicle
and who can apply for “systems” approval.

Operational design domain: A term used in the SAE Taxonomy to describe the domain
within which an automated driving system can drive itself. It may be limited by
geography, time, type of road, weather or in some other way. Sometimes abbreviated to
ODD.

RAND Report: M Blumenthal and others, Safe Enough: Approaches to Assessing
Acceptable Safety for Automated Vehicles, RAND Corporation (October 2020).

Remote supervision: Using connectivity to allow a human to supervise vehicles even if they
are not in vehicle or in line of sight of the vehicle.

Revised General Safety Regulation 2019/2144: Regulation 2019/2144 on type-approval
requirements as regards general safety and the protection of vehicle occupants and
vulnerable road users.

Risk mitigation manoeuvre: Bringing the vehicle to a controlled stop.

Self-driving vehicle: A vehicle which meets the legal definition of self-driving for the
purposes of the Automated and Electric Vehicles Act 2018 and is classified as able to
safely drive itself under the proposals in this paper.

Society of Automotive Engineers International (SAE): The society which established the
levels of automation of vehicles from 0 to 5 in their technical document J3016.

SAE Taxonomy: Society of Automotive Engineers International, J3016 Taxonomy and
Definitions for Terms Related to Driving Automation Systems for On-Road Motor
Vehicles first published in 2014 and last revised in June 2018.

Society of Motor Manufacturers and Traders: A trade association representing more than
800 automotive companies in the UK.

Software Update Regulation: UN Regulation on uniform provisions concerning the
approval of vehicles with regard to software update processes and software update
management systems.

Transition demand: An alert issued by an ADS to the user-in-charge to take over the
dynamic driving task from the ADS, communicated through visual, audio and haptic
signals, which gives the user-in-charge a transition period within which to respond.
Absent a response, the ADS performs a risk mitigation manoeuvre bringing it to a stop.

Transition period: The period of time during which the transition demand is made and the
user-in-charge is expected to regain situational awareness and take over the dynamic
driving task.
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Type approver: Under the 1958 Agreement Concerning the Adoption of Harmonized
Technical United Nations Regulations for Wheeled Vehicles, Equipment and Parts
(ECE/TRANS/WP.29/2016/2) each Contracting Party issuing type approvals pursuant to
a UN Regulation must specify an approval authority for the UN Regulation. The approval
authority shall have the responsibility for all aspects of type approval pursuant to the
Regulation. This approval authority may designate technical services to carry out on its
behalf testing and inspections. The type approval authority for the UK is the Vehicle
Certification Agency (VCA).

User-in-charge: A human who has access to the controls of an automated vehicle, and is
either in the vehicle or in direct sight of it. The user-in-charge is not a driver while the
automated driving system is correctly engaged but must be qualified and fit to drive.
Their main role is to take over following a transition demand. They would also have
obligations relating to non-dynamic driving task requirements including duties to
maintain and insure the vehicle, secure loads carried by the vehicle and report
accidents. An automated vehicle would require a user-in-charge unless it is authorised
to operate without one. The user-in-charge is discussed in chapter 12.
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Chapter 1: Introduction

1.1

1.2

1.3

1.4

1.5

This is the third consultation in a review of automated vehicles by the Law
Commission of England and Wales and the Scottish Law Commission. In 2018 the
Centre for Connected and Autonomous Vehicles (CCAV) asked us to review the UK’s
regulatory framework to enable the safe and effective deployment of automated
vehicles on Britain’s roads.

Ouir first consultation paper (“Consultation Paper 1”) looked at issues that affect all
automated vehicles (AVs) regardless of how they are used. We considered how safety
should be assured before AVs are placed on the market, as well as how they should
be monitored once they are on the road. We then explored criminal and civil liability.
Finally, we examined how to adapt road rules for artificial intelligence.

Our second consultation paper (“Consultation Paper 2”) focussed on the regulation of
Highly Automated Road Passenger Services, or “HARPS”. We coined this term to
refer to services which will use highly automated vehicles to supply road journeys to
passengers. Vehicles used for these services will be capable of travelling empty or
with only passengers on board. We considered a national operator licensing scheme
for HARPS as well as the private use of such vehicles. We also examined the issues
of accessibility for older and disabled people, how to control congestion on public
roads, and how regulation might integrate AVs with public transport.

This paper returns to key themes in both papers provisionally to propose a regulatory
framework for the first self-driving vehicles. We consider the definition of “self-driving”;
an authorisation process for pre-deployment (before they are placed on the market);
and how to assure safety in-use, on an ongoing basis. We also set out the proposed
responsibilities of users and fleet operators; consider new criminal offences and civil
liability; and look at what data needs to be collected to make our provisional proposals
work.

We seek responses to this consultation by 18 March 2021. Although we are happy to
receive responses in any form, consultees may find it most convenient to use the
online response portal at https://consult.justice.gov.uk/law-commission/automated-
vehicles-regulatory-framework.

REGULATING AT THE RIGHT TIME

1.6

1.7

This is the first time that the Law Commissions have been asked to develop legal
reforms in anticipation of future development, the course of which is still uncertain.
The challenge is to regulate at the right time; premature intervention could stifle
innovation but late intervention could jeopardise safety.

Since our last consultation paper there have been two significant developments. First,
the United Nations Economic Commission for Europe (UNECE) has passed a
regulation to authorise the use of Automated Lane Keeping Systems (ALKS). For now,
ALKS are relatively limited. They would only be used at low speeds (up to 37 miles an
hour) on motorways. However, ALKS provide the first real-life example of what a self-



1.8

1.9

driving vehicle might look like. They may also happen relatively quickly. ALKS could
be approved for use on UK roads in 2021.

ALKS bring sharp focus to three questions we address in this paper: when does a
vehicle meet the definition and threshold for self-driving? How should this decision be
taken? And, if vehicles are regarded as self-driving, how should they be monitored
while in-use on the road? These questions are now becoming urgent. The way they
are answered for ALKS could affect the structure of AV regulation for many years to
come.

Secondly, this paper is being published as the UK prepares to end its transition period
with the European Union. For the first time since 1973, Great Britain will apply UNECE
vehicle regulations without also having to apply EU law. This will allow Great Britain to
adopt a more extensive national scheme than the one contemplated in Consultation
Paper 1.

In other ways, however, the trajectory of automated vehicle development remains
uncertain. For some topics (such as remote operation and passenger services) there
remains a risk that we might regulate too early. Although this paper covers a wide
range of topics, some proposals are much more developed than others. Our focus is
on the definition of self-driving, on an initial approval scheme, and on establishing a
system for in-use monitoring. When we address other topics, we outline a system with
considerable flexibility to deal with future events.

CONSULTATION PAPER 1

1.11

1.12

We published Consultation Paper 1 in November 2018 and received 178 written
responses. We are very grateful to all those who responded and who shared their
views with us at meetings and conferences. The full analysis of responses as well as
all of the individual responses to Consultation Paper 1 are available online."

Here we outline the main proposals in that paper.

A “user-in-charge”

1.13

In Consultation Paper 1 we provisionally proposed that highly automated vehicles
should have a “user-in-charge” able to operate the controls, unless the vehicle is
specifically authorised to operate without one. The user-in-charge would need to be
qualified and fit to drive, but would not be a driver while the automated driving system
is correctly engaged. Instead the role of a user-in-charge would be to take over
driving, either in planned circumstances or in unplanned circumstances where the
vehicle has come to a safe stop.

We were encouraged by the support shown for the concept of a user-in-charge. Most
consultees (79%) agreed with our proposal that AVs should have a user-in-charge.
However, many consultees asked whether the user-in-charge would need to be in the
vehicle, or whether they could be in a remote control centre. We propose that the term

1 https://www.lawcom.gov.uk/project/automated-vehicles/.
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user-in-charge should be confined to a person in or in line of sight of the vehicle; we
return to the concept of a user-in-charge in Chapter 12 of this consultation.

Safety assurance

1.15

We provisionally proposed that the UK Government should establish a safety
assurance scheme to complement the current system of international type approval.
This would apply both before vehicles were placed on the market (pre-deployment)
and after placement, when vehicles were in-use on the road.

We said that every automated driving system (ADS) put forward for authorisation
should be backed by an entity to vouch for it. We called this entity the “Automated
Driving System Entity” or ADSE. In the event of a problem, the regulator under the
scheme would have powers to apply a range of regulatory sanctions to the ADSE,
including improvement notices, fines or (in serious cases) withdrawal of approval.

These provisional proposals received wide agreement. We have now developed them
in the light of the changing nature of international regulation and recent developments
in self-driving. They form the core of this paper.

Civil liability

1.18

The Automated and Electric Vehicles Act 20182 introduced new provisions to
compensate the victims of accidents caused by AVs. To reduce the need for victims to
be involved in prolonged litigation, the insurer is liable to compensate the victim
without proof of fault. The insurer may then reclaim damages from any other party
liable for the accident. Although consultees discussed several of the details in the
2018 Act, most welcomed its overarching principles.

As we discuss in Chapter 16, the civil liability regime was thought generally “good
enough for now”,? although it may need to be reviewed in the light of practical
experience.

Criminal liability

1.20

1.21

Consultation Paper 1 looked at offences which arise directly from the way that the
vehicle is driven, such as dangerous driving or exceeding speed limits. We
provisionally proposed that the user-in-charge would not be responsible for the
behaviour of a vehicle while it is driving itself. Instead, the safety assurance agency
would apply a new system of regulatory sanctions against the ADSE, designed to
prevent problems from arising again.

We then considered other offences which do not arise directly from the dynamic
driving task, such as those relating to insurance and roadworthiness. In law these
liabilities are currently placed on “users”. We provisionally proposed that the law
should be amended to clarify that users-in-charge are “users” for these purposes. A

The Automated and Electric Vehicles Act 2018 has not yet come into force.

See Automated Vehicles: Analysis of Responses to the Preliminary Consultation Paper (2019), hitps://s3-

eu-west-2.amazonaws.com/lawcom-prod-storage-11jsxou24uy7q/uploads/2019/06/Automated-Vehicles-

Analysis-of-Responses.pdf (CP1 Analysis of Responses), para 6.133.
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user-in-charge would therefore be required to insure the vehicle and make sure that it
is roadworthy.

Criminal liability for causing death or serious injury by driving

1.22

1.23

1.24

In Consultation Paper 1 we noted nine separate “aggravated” offences of causing
death or serious injury while driving. There is a trend towards increasing both the
spread of the offences and the sentences which can be imposed. Prison sentences
are common. In England and Wales, in the 10 years from 2009 to 2018, 3,214 people
were imprisoned for causing death or serious injury by driving.*

For self-driving vehicles, as there will be no driver, society will not have someone to
blame in the way that occurs for conventional vehicles. For the most part, following a
collision, the emphasis will be on understanding what went wrong and preventing it
from happening again.

However, we sought views on whether to review the possibility of new corporate
offences where wrongs by a developer of an ADS resulted in death or serious injury.
Most consultees (84%) thought that we should review this issue. The results of our
review are set out in Chapter 14.°

Adapting road rules

1.25

1.26

Human drivers apply road rules using their discretion and judgement in any given
situation. We considered the challenges involved in developing a “digital highway
code” to govern the actions of highly automated vehicles. How far could human
discretion be converted into precise rules? To focus the debate we asked three
sample questions: how far should automated vehicles mount the pavement; exceed
speed limits; or edge through pedestrians?

The responses suggest that it is not possible to produce a digital highway code that
sets precise rules for every instance. Instead, there were strong calls for a more
structured dialogue between developers and regulators to consider areas of concern
and promote consistency. In Chapter 11 we urge Government to consider establishing
a forum for collaborating in this area.®

CONSULTATION PAPER 2

1.27

We published Consultation Paper 2 in October 2019. We received 109 responses to
the paper from consultees working in a wide variety of sectors. Again, we are
extremely grateful for the depth and breadth of the discussion, both in written
responses and face to face. The full analysis of responses as well as all of the
individual responses to Consultation Paper 2 are available online.”

4 Ministry of Justice, Criminal Justice system statistics quarterly: outcomes by offences data tool (December
2018), https://www.gov.uk/government/statistics/criminal-justice-system-statistics-quarterly-december-2018.
For discussion, see paras 5.25 to 5.26, below.

5  The Law Commission of England and Wales has also recently begun working on a freestanding project on
Corporate Criminal Liability. See https://www.lawcom.gov.uk/project/corporate-criminal-liability/.

6 See Summary of CP1 Analysis of Responses, para 6.7.

7 https://www.lawcom.gov.uk/project/automated-vehicles/.
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1.28 Our main proposals from that paper are summarised below.

A national HARPS licensing scheme

1.29 Traditionally, road passenger services have been categorised in terms of taxis,

1.30

1.31

minicabs (private hire), buses and coaches, with separate regulatory systems applying
to each. We did not think that HARPS could be shoehorned into these existing
categories. Furthermore, some aspects of taxi and private hire regulation are unsuited
to HARPS, such as the emphasis on regulating drivers and the small size of many
licensing authorities.

We provisionally proposed that HARPS should be subject to a new single national
(GB-wide) system of operator licensing. We asked if consultees agreed. This drew
considerable support: 89% of consultees said yes.

We also provisionally proposed that there should be a national scheme of basic safety
standards for operating a HARPS. The vast majority (95%) of consultees agreed.
Consultees thought that national standards would provide a consistent level of safety
and ensure a “level playing field” for developers.

Defining a HARPS operator

1.32

1.33

1.34

We looked at the potential scope of a new HARPS operator licensing scheme. We
provisionally proposed to define a HARPS operator as any business which carries
passengers for hire or reward using highly automated vehicles on a road without a
human driver or a user-in-charge.

Most consultees (79%) agreed. However, some expressed reservations about the
phrases “on a road” and “hire or reward”. We note these concerns. We also note
criticisms of the complexity of our proposals on how to regulate privately owned highly
automated vehicles without a user-in-charge.

In Chapter 13 we return to the discussion of how to regulate AVs that rely on remote
operation. We are now thinking in terms of a basic level of regulation (Tier 1) for all
those who operate AVs remotely. Additional provisions (Tier 2) would apply to
specific uses, such as passenger services and freight. This would include embedding
accessibility standards for older and disabled people into the regulatory framework for
HARPS.

Integrating HARPS with public transport

1.35

1.36

In Consultation Paper 2 we considered how automated services could help achieve
wider transport goals. We set out a positive vision, in which automated services would
reduce dependency on car ownership, and lead to more flexible, affordable shared
services. By freeing space currently used by on-street parking, and promoting safer,
calmer driving, they could lead to more cycling and walking and healthier streets.

However, we also noted risks, where even more motor vehicles joined overcrowded
roads, undermining trains and buses. One particular challenge will be to prevent
“‘empty cruising” where AVs circle around busy cities simply because it is cheaper to
cruise than to park. We discussed a range of regulatory tools to control congestion



1.37

and cruising, including road pricing and statutory partnerships between local
authorities and operators.

We note the strong desire among consultees to create healthier cities. There was
consensus that this required more opportunities for walking and cycling; favouring
public transport over private cars; and taking prompt action to reduce pollution and
carbon emissions. Achieving these goals will be a major challenge over the next few
years, as the country recovers from the COVID-19 crisis. AVs have the potential to be
part of this vision, and we note the detailed discussion about how regulation could
help that potential to be realised. As the first vehicles to operate without a user-in-
charge become available, we urge the Government to return to these issues.

DEVOLUTION

1.38

1.39

1.40

1.41

Our current assumption is that any new legislation would be enacted at Westminster.
However, by virtue of section 28(8) of the Scotland Act 1998 (in Scotland), section
107(6) of the Government of Wales Act 2006 (in Wales) and the Sewel Convention,
the UK Parliament will not normally legislate for devolved matters without the
concurrence of the devolved legislatures. Thus devolved legislative competence in
Scotland and Wales would need to be taken into account.

Following the Wales Act 2017, the Welsh Assembly is now able to pass legislation
provided it does not relate to a matter reserved to the UK Parliament. Reserved
matters relating to road transport include: regulation of the construction of motor
vehicles; regulation of the use of vehicles; road traffic offences; driver licensing; and
insurance of motor vehicles. This means that none of the matters under consideration
in this paper are devolved to Wales.

Under the Scotland Act 1998, some transport matters are similarly reserved to
Westminster, including the Road Traffic Act 1988 and the Road Traffic Offenders Act
1988. Other matters are not reserved, and are within the competence of the Scottish
Parliament. This includes the law of delict and criminal offences other than those
contained in road traffic legislation.

Our remit does not extend to Northern Ireland: we can only make recommendations in
respect of England, Wales and Scotland. Northern Ireland is subject to different
constraints under the Ireland-Northern Ireland protocol and will require a different
system of regulation.

STRUCTURE OF THIS PAPER

1.42

The consultation paper is divided into 18 chapters:
(1)  Chapter 1 is this introduction.

(2) Chapter 2 considers key concepts and definitions, including the nature of a
road, terms used to describe automated vehicles and the main legal actors.



The meaning of “self-driving”

1.43 Three chapters look at what it means for a vehicle to safely drive itself. Using ALKS as
a case study, we consider when a vehicle does not need monitoring by an individual
and is safe (or at least safe enough).

)

Chapter 3 examines the ALKS Regulation, possibly the first example of self-
driving technology. We consider the government’s call for evidence and how
this maps on to broader questions about the meaning of self-driving in law,
under the Automated and Electric Vehicles Act 2018.

Chapter 4 considers human intervention, attempting to pin down when a vehicle
can drive itself without needing to be monitored by an individual. We
provisionally consider that an individual who is not monitoring a vehicle can be
expected to respond to a clear and timely transition demand but not to other
circumstances.

Chapter 5 asks: how safe is safe enough? We consider the threshold of safety
that an AV should be required to satisfy before being authorised for deployment
on roads. We consider four possible standards: (1) as safe as reasonably
practicable; (2) as safe as a competent and careful driver; (3) does not cause a
fault accident; (4) a positive risk balance. Each standard has both strengths and
weaknesses and we advocate a combined approach of all four.

Safety assurance before deployment

1.44 The next three chapters consider how to assure that self-driving vehicles are safe
before they are placed on the market.

(6)

(8)

Chapter 6 sets out the current law. It looks at how vehicle standards are
regulated under the UNECE and EU frameworks and at national level. We
consider some practical elements of getting approval, and the extent to which
international frameworks provide leeway to set national policy on AVs.

Chapter 7 considers how regulators could assess AV safety pre-deployment.
We outline current automotive safety standards and the new work being carried
out by standards institutions such as ISO, BSI and IEEE. We also discuss the
the role of track testing, road testing and simulation. We then compare self-
certification with third-party testing and highlight the crucial role of safety cases
during the approvals process.

Chapter 8 makes provisional proposals to approve AVs before they are
deployed on the road. We propose that manufacturers should have a choice
when bringing an ADS to market. They could either obtain type approval at
international (UNECE) level or apply under a national scheme for GB-only
approval. There would then be a separate self-driving “categorisation” decision,
which will determine issues of criminal and civil liability.

Safety in use

1.45 Given how often the road environment changes, one cannot expect a vehicle to be
approved once and then remain safe throughout its life. Self-driving vehicles will need
to be monitored while they are in-use, on an ongoing basis.

7



(9)

(11)

Chapter 9 sets out the current law of in-use monitoring, often referred to as
“‘market surveillance”. Although there is much in the current law to draw on, we
consider it too limited to meet the challenges of self-driving. We provisionally
propose an enhanced statutory scheme to assure the safety of automated
vehicles (AVs) while they are in-use, with additional statutory responsibilities
and powers.

Chapter 10 considers five challenges of assuring the safety of AVs in use on
the roads. These are regulating software updates; cybersecurity; updating
maps; communicating information to users; and collecting data to compare
automated and conventional driving.

Chapter 11 considers how to deal with breaches of traffic rules and how to learn
from collisions, so as promote a safety culture. In both cases we propose a
move away from the current emphasis on criminal prosecution. We also
consider how road rules may be adapted to apply more effectively to AVs.

User and fleet operator responsibilities

1.46 In the next two chapters we consider the responsibilities of those who use and operate
self-driving vehicles. These will depend on whether a vehicle is (or is not) required to
have a user in charge.

(12)

Chapter 12 revisits the concept of a user-in-charge. The main role of the user-
in-charge would be to take over driving, either following a transition demand or
because of a conscious choice. We explain that a user-in-charge must be
qualified and fit to drive, is responsible for the vehicle being insured and
adequately maintained and must report accidents.

Chapter 13 looks at vehicles authorised to operate without a user-in-charge. We
describe these as “no user-in-charge” vehicles (or NUICs). We provisionally
propose that every NUIC should have a licensed operator, with responsibilities
to supervise, insure and maintain the vehicle, and to report accidents and near
misses.

Criminal offences

1.47 Our general approach is to move away from blame and criminal offences. Instead we
wish to move towards a learning culture, in which adverse events lead to regulatory
interventions designed to improve systems for the future. However, we provisionally
propose new criminal offences in two limited circumstances.

(14)

Chapter 14 provisionally proposes new criminal offences where an ADSE
misleads regulators. There should also be an aggravated offence where this
leads to a death or serious injury.

Chapter 15 considers how third parties might interfere with AVs. Although most
forms of interference are already criminal offences, we provisionally propose
some additions.

Compensation and data

1.48 The next two chapters look at civil liability and access to data.

8



(16) Chapter 16 revisits compensation for victims of AV incidents. The Automated
and Electric Vehicles Act 2018 introduced reforms to smooth the path to
compensation for those injured by self-driving vehicles. Our provisional
conclusion is that the 2018 Act remains “good enough for now”.

(17) Chapter 17 looks at access to data. Under our terms of reference, most issues
of "data protection and privacy" are outside the scope of this project. However,
several of our provisional proposals will only work with access to data (including
location data). Location data is required to investigate traffic incidents and to
establish criminal and civil liability. To protect privacy, care will be needed over
how such data is stored and disseminated.

Consultation questions

(18) Finally, Chapter 18 lists all the questions we are asking in this paper.

1.49 Appendix 1 lists the stakeholders who have given their time to meet us and the
conferences we have attended.

NEXT STEPS

1.50 Publication of this paper starts a three month consultation period ending on 18 March
2021. We propose to publish our final report with recommendations for legislation in
the last quarter of 2021.
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Chapter 2: Key concepts

21

In this chapter we introduce some of the key concepts we use in the paper. We start
by looking at the nature of roads. We then look at “dynamic driving” and “operational
design domain”, drawing on the work of the Society of Automotive Engineers
International (SAE). We discuss three terms to describe vehicles that can operate
without a human driver: automated vehicle (AV); automated driving system (ADS);
and self-driving. We consider two paths to automation. Finally, we look at the three
main actors, who under our scheme would be allocated some form of responsibility for
self-driving vehicles.

THE NATURE OF ROADS

2.2

Under our terms of reference, this project is limited to the use of AVs on roads or other
public places.

Legal definitions

23

24

2.5

As we explore in Appendix 2, the terms “road” and “other public place” are widely
used in road traffic legislation. They have been interpreted many times by the courts
both in England and Wales and in Scotland.

Essentially a road is a way by which travellers may move from place A to place B and
to which the public have access.® Access is not simply about motorised access: if, for
example, members of the public are allowed to go for a walk or exercise their dogs on
a university campus road, that road falls within road traffic legislation.® Furthermore,
the public do not necessarily have to have a clear right to use the road, provided that
they do use it as a matter of fact and that use is permitted, either expressly or
implicitly.©

Similarly, a public place is a place which is actually used by the general public, without
objection by the landowner or occupier.'" So, for example, where a car park is open to
the public, the marked lanes used to reach bays are “roads”, while the bays
themselves are “other public places”.

Clarke v General Accident Fire and Life Assurance Corpn plc and Cutter v Eagle Star Insurance Co Ltd
[Conjoined Appeals] [1998] 1 WLR 1647 at 1652, citing Harrison v Hill 1932 JC 13 at 16; in Scotland: Aird v
Vannet 1999 JC 205.

Cowan v DPP [2013] EWHC 192 (Admin), [2013] All ER (D) 116 (Jan); in Scotland: Brown v Braid 1985 SLT
37. For discussion of the even wider approach taken, see Appendix 2.

As discussed in Appendix 2, in Scots law access can include unlawful access, provided it is not obtained
through overcoming a physical obstruction or in defiance of an express or implied prohibition: see Teale v
Macleod 2008 SCCR 12 at [7] and [9] following Harrison v Hill 1932 JC 13 at 17 (Lord Sands).

Yates v Murray 2004 JC 16 at 21. For further discussion, see Appendix 2.
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Restricted space versus public access

26

2.7

Technology already exists to allow AVs to be used safely in restricted areas. They
can, for example, be used in private warehouses or in mines or quarries. They can
also be used on rails or “guideways”. An example would be the pods at Heathrow
Airport, which use a fenced and dedicated route to take passengers from a car park to
a terminal.'?

These controlled environments are much less challenging than roads. On a railway,
for example, a central authority controls access to the tracks. Trains may only use the
track if they are scheduled to do so, and steps are taken to keep out trespassers,
usually by erecting fences. A similar level of control can be exercised in warehouses,
quarries and mines. Roads, on the other hand, allow public access, often to a wide
range of different users.

What are roads used for?

2.8

2.9

2.10

2.11

A road is designed to allow people and material to travel from A to B. This may occur
in many different ways. Even motorways are open to a variety of traffic, including
heavy goods vehicles, vans, coaches, cars and motorcycles. For urban areas, the
range is much wider, also including pedestrians, bicycles, pets, wheelchairs, prams,
buggies, scooters and roller-bladers. Rural areas will have sheep, cows and horses.

Secondly, roads run through streets. Streets are not simply a way of getting from A to
B but are the heart of communities. Ideally, they are places where people can enjoy
being where they are, through shopping, exercise or meeting at pavement tables. One
can visualise a world where, with less traffic and wider pavements, streets would be a
place where children could play, lovers could stroll, and older people could watch the
world go by.™ Streets are also a place for social and political expression, through
parades, funeral corteges, marches and demonstrations.

Thirdly, roads are the place where society maintains the vital infrastructure that runs
underneath them, including electric and broadband cables, and gas, water and
sewage pipes. Much as road users complain about burst pipes and roadworks,
underground pipework and cabling are an integral part of the road environment.

Roads, then, allow open access to many people, in multiple contexts, for differing
purposes, often simultaneously. This means that space may be contested and
negotiated, rather than controlled. At an individual level, the interplay between so
many road users in such a complex environment leads to an almost infinite number of
scenarios, not all of which are controlled by clear rules. At a political level, it leads to a
constant readjustment of how road space is allocated - whether through temporary
road closures, new bus or cycle lanes or changes to the Highway Code. Such
changes are frequent: from 2016 to 2019, the Highway Code was changed 14 times.

12 See https://www.heathrow.com/transport-and-directions/heathrow-parking/heathrow-pod-parking-terminal-5.
Another example of the use of guideways is the Cambridge Guided Busway: see
https://www.thebusway.info/.

3 For a discussion of the importance of “healthy streets”, see http://content.tfl.gov.uk/healthy-streets-for-
london.pdf, https://www.livingstreets.org.uk/ and https://healthystreets.com/.
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2.12 The complexity and malleability of roads is a theme throughout this paper. While the
traditional system of type approval has focused on assessing vehicles before they are
placed on the road, AVs will require much greater monitoring to ensure that they
continue to be safe while in-use.™

Dedicated ways?

2.13 ltis possible to deploy AVs on dedicated ways, from which other road users are
prohibited: an example would be the Heathrow pods. This type of deployment is more
akin to a railway than a road and falls outside the scope of our project. AVs using
dedicated ways are covered by the railway safety regulations, which apply not only to
railways but also to “other guided transport systems”. The regulations cover not only
passenger vehicles using “rails, beams, slots, guides”, but also to those using “a
guidance system which is automatic”."®

2.14 This paper does not deal with dedicated ways. Instead, it addresses how AVs will be
deployed on roads and other places where the public has access. We have worked on
the assumption that all road users who currently have access to roads will continue to
do so. We do not propose that any existing road users should have their freedom to
use the road restricted simply to make way for AVs. That said, it may be desirable to
create priority lanes for AVs that are used for a socially useful purpose, such a
providing a bus service.

THE SAE TAXONOMY

2.15 Most discussions of AVs draw on the work of the Society of Automotive Engineers
International (SAE). In 2014, the SAE first published its “taxonomy and definitions for
terms related to driving automation systems for on-road motor vehicles”. As we
discuss in Chapter 4, the document has been updated several times since, and aims
to provide a common language for discussing driving automation.

2.16 There are two key concepts developed by the SAE which we use throughout this
report and introduce here: the “dynamic driving task” and the “operational design
domain”.

The dynamic driving task

2.17 The SAE Taxonomy defines the core of what it means to drive from a technical
perspective. A critical definition is the “dynamic driving task” (or DDT). It has the
following key elements:

(1)  sustained lateral and longitudinal motion-control of the vehicle: steering,
accelerating and braking;

4 For a discussion of what is “safe” (or at least “safe enough”), see Ch 5.

5 Railways and Other Guided Transport Systems (Safety) Regulations 2006, SI 2006 No 599, reg 2.
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(2) object and event detection, recognition, classification, response preparation and
response: monitoring the driving environment and reacting to other road users
and the conditions of the road.®

2.18 Several “driver support” features, such as advanced cruise control, can steer,

accelerate and brake, but cannot respond to all the conditions of the road. These
features still require the driver to pay attention and react to other road users and road
signs. Without “object and event detection and response”,'” a vehicle does not have
self-driving capabilities.

2.19 In law, drivers have many responsibilities. Some relate to dynamic driving (such as

following road signs or driving with due care and attention). Here the driver is required
to notice objects and events in the driving environment and to respond in the way they
control the vehicle (by steering, accelerating, braking and/or indicating). However, the
law also imposes responsibilities on drivers which do not relate to dynamic driving.
Examples would be carrying insurance, maintaining roadworthiness or ensuring that
children wear seat belts.®

2.20 The distinction can be illustrated with an example. Following an accident, drivers have

legal obligations to stop, to exchange details and to report to the police. We see the
obligation to stop as part of dynamic driving: it requires monitoring the environment
and responding to an event by steering and braking.'® However, the obligations to
exchange details and to report to the police are not part of dynamic driving. This
means that to be self-driving a vehicle must be able to detect a collision and bring the
vehicle to a safe stop (or at least issue a transition demand so that the user can do
s0). However, the system would not necessarily be expected to exchange details or
report accidents: that would be left to the user-in-charge.

The Operational Design Domain (ODD)

2.21 The Operational Design Domain sets out the conditions in which any automated

system or feature is designed to function. The conditions may relate to a place (such
as a city); a type of road (such as a motorway); a time of day (such as during
daylight); a speed (such as under 60km an hour); or weather (such as not in snow).?°
The ODD is set by the manufacturer and will need to be endorsed by the regulator.

2.22 While driving, an Automated Driving System may exit its ODD for many reasons: to

take the examples above, the vehicle may leave the motorway or it might start

20

Society of Automotive Engineers International (SAE), J3016 Taxonomy and Definitions for Terms Related to
Driving Automation Systems for On-Road Motor Vehicles (June 2018) (SAE Taxonomy) p 6, section 3.13
(DDT). This is a summary of the general definition of the DDT and its six subtasks which also encompass
the operational and tactical aspects of driving. These include manoeuvre planning and enhancing
conspicuity through lighting and signalling. See also ISO/SAE DPAS 22736, p 8 section 3.10.

SAE Taxonomy p 14, section 3.20; and ISO/SAE DPAS 22736 p 16 section 3.19.

It is an offence for a person to drive a car on a road with a child passenger under 14 years of age who is not
wearing the appropriate seat belt or restraint: Road Traffic Act 1988, s 15.

It is part of the “response” as part of “Object and Event Detection and Response” (OEDR), SAE Taxonomy,
p 14, section 3.20.

SAE Taxonomy, p 14, section 3.22; ISO/SAE DPAS 22736 section 3.21.

14



snowing. In this case, the system will need to issue a transition demand to a human to
take over driving or come to a stop. The latest draft of the taxonomy acknowledges
that during this time, “an ADS may operate temporarily outside of its ODD”.?'

AUTOMATED VEHICLES, AUTOMATED DRIVING SYSTEMS AND SELF-DRIVING

2.23 There is considerable controversy over how to refer to the new technology, which is
variously called automated driving, autonomous driving or self-driving. In this paper
we refer to automated vehicles, automated driving systems and self-driving vehicles.
Here we explain briefly what we mean by these phrases.

Automated vehicles (AV)

2.24 This project is concerned with the automated vehicles. We use the phrase
“automated vehicles” (or more commonly AVs) to refer in general terms to vehicles
containing an automated driving system which is able to conduct the dynamic driving
task.?

Automated driving systems (ADS)

2.25 In their taxonomy, the SAE define an automated driving system (ADS) as the
combination of software and hardware capable of performing the entire dynamic
driving task (DDT). This is contrasted with driving automation features which assist a
human driver by carrying out only part of the DDT.?

2.26 We use the term ADS to refers to a combination of software, hardware and sensors
which is able (or purports to be able) to drive a vehicle. It is a system within a vehicle,
not the vehicle itself. Given that the technology is still evolving, it is not possible to
define the exact hardware and software configuration that might constitute any
particular ADS.

Self-driving

2.27 The Automated and Electric Vehicles Act 2018 refers to vehicles which are capable of
“safely driving themselves”. This is defined, in section 8(1)(a), as “operating in a mode
in which the vehicle is not being controlled, and does not need to be monitored, by an
individual”.

2.28 In this paper, we use the term “self-driving” as a legal definition and as a threshold
marking the line between advanced driver assistance and automated vehicles. As we
discuss in Chapter 8, there needs to be a clear legal test and procedure to decide
whether a vehicle is capable of “safely driving itself”. A self-driving vehicle is one
which meets this test.

21 |SO/SAE DPAS 22736, p 9, section 3.12, Note 6. We discuss the status of this draft in Ch 4.

22 We acknowledge the term is ambiguous (a vehicle can be an AV even when the ADS is not engaged).
However this umbrella term is widely used for regulatory purposes for the reasons stated by the Uniform
Law Commission in its model Automated Operation of Vehicles Act, p 5, at
https://www.uniformlaws.org/HigherLogic/System/DownloadDocumentFile.ashx?DocumentFileKey=2dd860
96-2546-dfe8-eeb6-91c11e0e1b2b&forceDialog=0.

23 SAE Taxonomy, pp 3 and 6.
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TWO PATHS TO AUTOMATION

2.29

2.30

2.31

2.32

In Consultation Paper 1, we suggested that automated driving might be developed in
two ways.

(1) InPath 1, automated features are increasingly incorporated in vehicles sold
across borders to a mass consumer market. Initially, these vehicles will
continue to have a human in the driving seat though, as the technology
improves, the human would be able to cede the driving task to the ADS in more
circumstances.

(2) InPath 2, vehicles are deployed without a human driver in limited local
contexts, followed by a gradual expansion of their range of use.

This division is not clear or fixed and we do not use it as a legal definition. However, it
remains a useful way to think about how the first AVs will be brought to market. While
Consultation Paper 1 was more concerned with Path 1 vehicles, Consultation Paper 2
focused on Path 2.

At the present state of AV development, international efforts for regulatory
harmonisation have focussed on Path 1 vehicles, especially for use on motorways.
Automated Lane Keeping Systems are a step along Path 1 and may soon be
extended to cover lane changing and faster speeds. Given this focus, much of the
paper discusses the interaction between the ADS and a human in the driving seat.

However, Path 2 is also an important route to deployment. We discuss the challenges
of Path 2 vehicles which do not have a user-in-charge in Chapter 13.

KEY ACTORS

2.33

2.34

In our previous consultation papers, we outlined three key roles associated with self-
driving. These are:

(1)  an Automated Driving System Entity (or ADSE) which takes responsibility for
the ADS;

(2) a user-in-charge, who can be thought of as the human in the driving seat. In our
view, every self-driving vehicle should have a user-in-charge, unless the vehicle
is specifically authorised for use without one. The user-in-charge must be
qualified and fit to drive, as they may be called on to take over driving following
a transition demand. While the ADS is engaged they are not responsible for
dynamic driving but do retain other driver responsibilities.

(3) alicensed fleet operator, who would take responsibility for operating vehicles
which are authorised for use without a user-in-charge.

We have developed and refined these categories of legal actor over our three
consultation papers.

(1) In Chapter 8, we explain that an ADSE is the vehicle manufacturer or software
developer who puts a vehicle equipped with an ADS forward for categorisation
as self-driving. The ADSE must register with the safety assurance regulator and
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is the first point of contact if things go wrong. Our proposals retain some
flexibility about who the ADSE is: it may be a vehicle manufacturer, or software
developer, or a partnership between the two. However, the ADSE must show
that it was closely involved in assessing the safety of the vehicle. It must also
have sufficient funds to respond to regulatory action and to organise a recall.

(2)  Chapter 12 outlines the role and responsibilities of the user-in-charge. Although
initially, the user-in-charge will be the human in the driving seat, we have
refined our definition to cover new features, such as automated parking using
mobile phone controls. We now define a user-in-charge as an individual in
position to operate the controls who is either in the vehicle or in direct sight of
the vehicle (that is, someone who can see the vehicle without relying on
connectivity).

(3) Chapter 13 considers the obligations of licensed fleet operators when remotely
operating a vehicle with no user-in-charge. A fleet operator is an organisation
rather than an individual. All operators will be subject to basic Tier 1 duties,
such as maintaining and supervising vehicles and reporting incidents. They may
also be subject to additional Tier 2 duties if, for example, they are running a
passenger service or operating heavy goods vehicles.

2.35 The following table provides a brief overview of how these actors fit together.
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OVERVIEW OF KEY LEGAL ACTORS IN THE LAW COMMISSIONS’ PROPOSED AV REGULATORY SCHEME

Needed for all on-road AVs. Puts the ADS forward for legal categorisation as self-driving and is legally responsible for how the ADS performs dynamic
control. The ADSE must have been closely involved in assessing safety and have sufficient funds (e.g. to organise a recall).

e operation — Av d De U

Path 1: AVs that can only be used with a o :
They must be associated with a

User-In-Charge Licensed Fleet Operator

A UIC is a human in the vehicle or in sight of the vehicle, with = : ements apply to all AVs w No U
access to the controls. The UIC must: (NUICs). The operator must:

(1) Be qualified and fit to drive (1) Be qualified (of good repute, professionally competent)
(2) Be receptive to a transition demand (2) Operate remote supervision

(3) Maintain and insure the vehicle (3) Maintain and insure the vehicle

(4) Report accidents (4) Report accidents and near misses

Simple use
cases where
Examples of use cases where a user-in-charge may be Requirements for passenger Requirements for fulfilment of
required: services (HARPS): goods deliveries use § Tier 1

case: requirements is
Sub-trip features such as motorway chauffeur, or valet (1) Accessibility : sufficient. No
parking where an element of conventional driving is needed (2) safeguarding (1) Weight threshold § additional Tier 2
to complete a journey. passengers L Vs il requirements

(3) Price information (3) Securing loads needed.
safely

Example - ride hailing Example - snow
services Example - freight truck § plough

Tier 2 requirements that apply to certain use cases

Figure 2.1 - Overview of the key legal actors



Chapter 3: A Case-Study - Automated Lane Keeping
Systems

3.1

3.2

3.3

3.4

3.5

When should a vehicle be considered to be capable of “driving itself”? This question is
highly controversial, with fraught discussion over forms of automation which rely on
the human user to take control in some circumstances.

In June 2020, the United Nations Economic Commission for Europe (UNECE)
adopted a Regulation to permit Automated Lane Keeping Systems (ALKS) to receive
type approval under the international scheme of type approval described in chapter 6.
Essentially, ALKS technology is able to steer and control vehicle speed in lane for
extended periods on motorways. At present, ALKS are relatively limited. They are
confined to cars (M1 vehicles) operating at low speeds, up to 60km (37 miles) an
hour. They allow car drivers caught in motorway traffic jams to relax and possibly
perform other activities through the infotainment system, such as looking at
messages.

However, ALKS are widely seen as the first example of self-driving technology. The
UN describe ALKS as “the first regulatory step for an automated driving system... in
traffic”, where “the activated system is in primary control of the vehicle”." In August
2020, the UK Government issued a call for evidence, exploring whether ALKS meet
the test for self-driving set out in the AEVA 2018.2

ALKS may soon be followed by further regulatory steps towards automated driving.
For example, Germany has proposed amendments to the ALKS regulation to cover
lane changing capability and increase the maximum permitted speeds.® The UK
Government has asked whether ALKS should be allowed to operate at speeds of up
to 70 miles an hour, provided the manufacturer declares that the system has the
capability to do so safely.*

This means that the way that ALKS are categorised and regulated sets an important
precedent for the future of self-driving. The debate over ALKS gives a practical
context to previously theoretical discussions about how robots and humans interact,
and how safe is safe enough. In this chapter, we summarise the UN Regulation on

UN Regulation 157 on uniform provision concerning the approval of vehicles with regards to Automated lane
Keeping System ECE/TRANS/WP.29/2020/81 (25 June 2020) (ALKS Regulation), Introduction.

CCAV, Safe Use of Automated Driving Systems Call for Evidence (August 2020) (Call for Evidence),
https://www.gov.uk/government/consultations/safe-use-of-automated-lane-keeping-system-on-gb-
motorways-call-for-evidence.

UNECE, Virtual informal meeting of the (WP.29/GRVA) Working Party on Automated/Autonomous and
Connected Vehicles (7th session), 21 - 25 September 2020, (Germany) Proposals for an amendment to UN
Regulation on Automated Lane Keeping Systems (ALKS): UNECE/TRANS/WP.29/GRVA/2020/33 (lane
change) and ECE/TRANS/WP.29/GRVA/2020/32 (increased maximum speed of up to 130km/h). In GB the
highest speed limit is 112 km/h on motorways and dual carriageways.

Call for Evidence, para 6.4. We note 70 mph = 112 kph here.
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ALKS, the UK Government’s call for evidence and the current definition of self-driving.
This can be seen as a case study for subsequent chapters which consider the role of
human intervention and how safe is safe enough. The UK Department for Transport
will be publishing its analysis of the outcomes of that call for evidence by Spring 2021.
We will continue to work closely with the Department to make sure our evolving
proposals for regulatory reform take into account any nearer term changes relating to
ALKS.

ALKS: THE CONTINUING ROLE OF A HUMAN DRIVER

3.6

3.7

3.8

The ALKS regulation requires a human in the driving seat, which it describes as a
“driver”.® The system must ensure that the driver is in the driving seat with their safety
belt fastened,® available to take over the dynamic driving task. The Regulation
requires the system to monitor that the driver is looking ahead through eye and head
recognition technology. If the driver is unavailable, the system “shall immediately
provide a distinctive warning”.”

At some point, an activated system will need to “transition back control to the driver”,®
by issuing a “transition demand”.® A transition demand will be issued following:

(1) A planned event (such as exit from the motorway);

(2)  Anunplanned event, defined as “a situation which is unknown in advance, but
assumed as very likely in happening”.’® The Regulation gives five examples:
road construction; inclement weather; approaching emergency vehicle; missing
lane marking; or a load falling from a truck; and

(3) A failure affecting the operation of the system.

The transition demand will cut out all the activities on the on-board infotainment
screen,'! except for those permitted during driving (such as the satnav). It will also
issue visual, auditory and/or haptic warnings.'? In other words, the driver will be
alerted by escalating warning signals: flashing lights, a loud noise and/or movements,
such as vibrations to the seat or tugging at the seatbelt. The driver then has a set
period to take control of the driving task, which must be at least 10 seconds.™

See discussion in Chapter 2 and the discussion of ‘driver’ among the key concepts.
ALKS Regulation, para 6.1.1.

ALKS Regulation, para 6.1.3.1.

ALKS Regulation, para 5.4.

ALKS Regulation, para 2.2.

ALKS Regulation, para 2.5.

ALKS Regulation, para 6.1.4.

ALKS Regulation, para 6.4.1.

ALKS Regulation, para 5.4.4.1. However, a minimum risk manoeuvre may be initiated immediately — without
waiting for the 10 seconds to be up —in case of a severe ALKS or severe vehicle failure, para 5.4.4.1.1. The
manufacturer must specify the failures that would activate the manoeuvre without waiting, para 5.4.4.1.2.

20



3.9 If the driver does not respond to the transition demand, the vehicle will perform a
“Minimum Risk Manoeuvre”.™ The vehicle will come to a slow stop in lane, with its
hazard warning lights on." The system will then disengage and the vehicle will remain
at a standstill until the human driver takes over.

REQUIREMENTS AS TO HOW THE ALKS DRIVES

3.10 The UN Regulation sets out several broad principles about how ALKS should drive.
Paragraph 5.1.1 states that “the activated system shall manage all situations including
failures, and shall be free of unreasonable risks for the vehicle occupants or any other
road users”. It goes on to say that “the activated system shall not cause any collisions
that are reasonably foreseeable and preventable”. Furthermore, “if a collision can be
safely avoided without causing another one, it shall be avoided”.

Specific standards

3.11 These broad principles are supplemented by specific standards. First and foremost,
the Regulation requires the system to keep the vehicle in lane. The activated system
shall “ensure that the vehicle does not cross any lane marking (outer edge of the front
tyre to outer edge of the lane marking)”.'® The vehicle is not permitted to change lane
or swerve into the crash barrier to avoid a collision.

3.12 The Regulation specifies minimum following distances in good weather. For example,
when travelling at 60km an hour, an ALKS-enabled vehicle must stay 26.7 metres
from the vehicle ahead. If a car cuts in front, the ALKS would reduce its speed
“without harsh braking” to re-establish the minimum distance."”

3.13 There are no minimum following distances for wet, windy or icy weather. Instead,
there is a general requirement that the system “shall adapt the vehicle speed to
infrastructural and environmental conditions”, including inclement weather.'® For fog,
“the ALKS shall implement strategies to detect and compensate for environmental
conditions that reduce the detection range”.'® These strategies must be described by
the manufacturer and assessed by the type approval authority.

3.14 The system must be able to bring the vehicle to a complete stop behind a stationary
vehicle, a stationary road user or a blocked lane of travel.?° It must also be able to

4 ALKS Regulation, para 2.7.
5 ALKS Regulation, para 5.5.1.
6 ALKS Regulation, para 5.2.1.

7 ALKS Regulation para 5.2.3.3 requires the vehicle to “readjust the minimum following distance at the next
available opportunity without any harsh braking unless an emergency manoeuvre would become
necessary”.

8 ALKS Regulation, para 5.2.3.2.
9 ALKS Regulation, para 7.1.3.
20 ALKS Regulation, para 5.2.4.
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detect the risk of a collision, due to a decelerating lead vehicle, a cutting in vehicle or
a suddenly appearing obstacle.?'

3.15 An Annex to the Regulation then provides guidance on how to assess performance for

these scenarios. It sets out detailed formulae, derived from Japanese studies of real-
world driving for three “critical scenarios”.??> These are

(1)  Cut-in: the “other vehicle” suddenly merges in front of the vehicle fitted with the
ALKS (the “ego vehicle”);

(2)  Cut-out: the “other vehicle” suddenly exits the lane of the “ego vehicle”; and

(3) Deceleration: the “other vehicle” suddenly decelerates in front of the “ego
vehicle”.

3.16 Although pedestrians are not generally allowed on motorways, a system designed for

traffic jams might encounter them. There may, for example, be emergency or road
workers, or pedestrians who leave their cars after a collision. The Regulation therefore
sets specific requirements where the vehicle has an unobstructed view of a pedestrian
crossing in front of the vehicle.?

Other scenarios

3.17 In other scenarios, paragraph 5.2.5 states that ALKS should minimise risks “at least to

the level at which a competent and careful human driver could minimize the risks”. As
we discuss in Chapter 5, this is a difficult and demanding standard which may be
difficult to achieve in the early stages of automated driving. Paragraph 5.2.5.4 adds:

It is recognised that the fulfiiment of the requirement in paragraph 5.2.5. may
not be fully achieved in other [non-specified] conditions. However, the system
shall not deactivate or unreasonably switch the control strategy in these other
conditions.?*

3.18 It is worth looking briefly at some of the scenarios that are not specified in the

Regulation, and where the competent and careful human driver test may not be fully
achieved. This might include, for example, a partially obstructed view of a pedestrian
walking in front of a car in the neighbouring lane. While a careful and competent
human driver would have no difficulty in recognising a person, this will be more
challenging for a driving automation feature.

3.19 Although an ALKS is expected to stop and record an entry if it is involved in a

detectable collision, there are no standards in the Regulation for which collisions
should be detected. At present, event data recorders only detect collisions involving a

21
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ALKS Regulation, para 5.2.5.
ALKS Regulation, Annex 4, Appendix 3.
ALKS Regulation, para 5.2.5.3.

The second sentence is designed to ensure that the system does not have a different control strategy (for
example deactivation of pedestrian detection, or not commanding full braking force) under non-prescribed
conditions.
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sharp deceleration. They may not be triggered by glancing blows or where the vehicle
collides with something with a much lower mass (as where a car collides with a
motorcycle or pedestrian).?®

3.20 Thirdly, the Regulation does not include specific standards for how the ALKS will
distinguish between the variety of objects that might be lying in the road.?® Clearly an
ALKS should not stop for debris which it can easily drive over (such as a plastic bag)
but it must stop for an obstacle which blocks the lane (such as a breeze block). In an
extreme case, an ALKS might even encounter a casualty, such as a motorcyclist, lying
in the road - when it would become imperative to stop.

3.21 Distinguishing between objects is left to the manufacturer, bearing in mind the general
standard, that “the activated system shall not cause any collisions that are reasonably
foreseeable and preventable”.?’

COMPLYING WITH TRAFFIC RULES

3.22 The ALKS Regulation requires that “the activated system shall comply with traffic rules
relating to the [dynamic driving task] in the country of operation”.? It is easy to state
the principle, but much more difficult to implement it, given the number and complexity
of traffic laws, which differ from jurisdiction to jurisdiction.

3.23 The ALKS Regulation includes a form listing the “Contracting Party regions where the
vehicle manufacturer has declared that the ALKS has been assessed to comply with
local traffic rules”.?° For each country, the type approval authority provides a Yes/No
answer and comments on any restrictions.

3.24 ltis not clear how much information a manufacturer must give the type approval
authority about the system’s ability to comply with traffic laws. There is no specific
requirement for manufacturers to list traffic laws in each of the 56 potential
jurisdictions or to discuss how the law has been interpreted. Nor is there any
requirement to address how each individual law will be complied with.

3.25 In Annex 4, manufacturers are required to provide a documentation package dealing
with functional and operational safety, setting out the manufacturer’s safety concept.
This includes references to traffic rules. Yet not all traffic rules are about safety. Some

25 For discussion of data recording following a collision, see Ch 17.

26 ALKS must be tested to see if they can avoid a collision with an object in different positions, both fully and
partially blocking the lane. However, here is no requirement to use a variety of objects in this test (ALKS
Regulation, Annex 5, para 4.2).

27 ALKS Regulation, para 5.1.1.

28 ALKS Regulation, para 5.1.2. We note that the UNECE resolution on the deployment of highly and fully
automated vehicles in road traffic, passed by the Global Forum on Road Traffic Safety (Working Party 1) in
2018 also requires automated vehicles to comply with traffic rules. However, the 2018 resolution does not
apply to ALKS systems which are a form of conditional automation rather than “highly or fully automated
systems”. The resolution is available in Annex 1 of the Report of the Global Forum for Road Traffic Safety
on its seventy-seventh session ECE/TRANS/WP.1/165.

29 ALKS Regulation, Annex 1, Appendix.
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3.26

3.27

laws (such as stopping after an accident)®® are about accountability, rather than
preventing the accident that has already happened.

There is also a requirement for a real-world test, during which there must be no
violation of traffic rules.®' However, it would be sufficient to have just one test, in one
jurisdiction. There is no requirement for a real-world test in each of the jurisdictions
listed by the manufacturer.

The ALKS regulation clearly requires compliance with traffic rules in each jurisdiction,
but there are major challenges, both in achieving and assessing compliance.
Assessing compliance is especially problematic as the type approval authority may
have no knowledge of traffic rules in other jurisdictions.

The call for evidence: problematic scenarios

3.28

The call for evidence raises three problematic scenarios about compliance with road
traffic rules, which we summarise below. In each scenario Vehicle A is an ALKS
enabled vehicle with automated mode engaged, where the driver is not paying
attention to the environment outside the vehicle.

(1) Responding to an enforcement vehicle: A police officer notices that Vehicle
A has a faulty brake light. The police officer pulls in behind it and switches on
flashing blue lights. Under section 35 of the Road Traffic Act 1988, it is a
criminal offence for a driver to “neglect or refuse” to stop in these circumstances
- a point which is reinforced by Rule 106 of the Highway Code.

Whilst an ALKS-capable vehicle will not be able to pull over, it may be able to
issue a transition demand to the driver when it detects the police vehicle.
However, there is no explicit requirement for Vehicle A to possess rear-facing
sensors. The vehicle may therefore struggle to know to make a transition
demand if it is being requested to stop by the police.

(2) Stopping after an incident: Vehicle A is proceeding along in its lane in heavy
traffic at low speed. Motorcyclist B is filtering between the lanes of traffic. As the
traffic flow speeds up, Motorcyclist B is caught unaware by Vehicle A and is
knocked from her bike into the road. Under section 170 of the Road Traffic Act
1988, a driver is obliged to stop, a point reinforced in Rule 286.

Although the ALKS regulation requires a vehicle to stop if a collision is detected,
no standards exist for collision detection systems. It is therefore not clear
whether Vehicle A will issue a transition demand in these circumstances.

(3) Reading road signs: Vehicle A is proceeding along its lane in heavy traffic.
There has been an accident ahead. To manage traffic flow, a temporary speed
limit has been set at 30 mph. This is communicated on a gantry sign above the
road with the new speed limit inside a red ring. Rule 261 requires drivers to
obey this sign.

30 Road Traffic Act 1988, s 170 (Duty of driver to stop, report accident and give information or documents).

31 ALKS Regulation, Annex 5, para 5.4.
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Although the ALKS regulation sets detailed requirements for sensors’ forward
and lateral detection ranges, there are no specific requirements for the vehicle
to sense upwards, so as to detect information on a gantry.

3.29 In each case, the Call for Evidence asks for input from manufacturers about how the
system will comply with traffic rules in the UK.

Complying with traffic rules: responses to the Call for Evidence

3.30 Responses to the Call for Evidence indicated many ways in which ALKS-enabled
vehicles may be able to deal with these scenarios.

3.31 There are many possible technological solutions. For example, for detecting
emergency vehicles, Mercedes-Benz expressly referred to its ability to interact with
emergency vehicles as described in the documents it provides to US regulators:

DRIVE PILOT is also equipped with microphones, which, in addition to
cameras, enable it to detect the presence of an emergency vehicle approaching
the vicinity of the DRIVE PILOT vehicle. When an approaching emergency
vehicle is detected, DRIVE PILOT issues a request to the fallback-ready user to
resume driving until the emergency vehicle has passed.®?

3.32 WMG, University of Warwick added that “the police car might send an over the air
message to the system”.®

3.33 For the detection of minor collisions, respondents mentioned the possibility of
combining sensor information with kinematic triggers.®* As consultancy Reed Mobility
put it:

I would anticipate this being detected by vehicle sensors detecting close
proximity of a collision partner and combining this with simultaneous kinematic
triggers to establish with a high degree of certainty that a minor collision has
occurred.

82 Mercedes Benz, Introducing Drive Pilot: an automated driving system for the highway, p 21, available
through NHTSA’s Automated Driving Systems (ADSs — SAE International Automation Levels 3-5) Voluntary
Safety Self-Assessment (VSSA) Disclosure Index at https://www.nhtsa.gov/automated-driving-
systems/voluntary-safety-self-assessment.

8 WMG, University of Warwick, response to the Call for Evidence, Question 10, p 7.

3 Kinematics is a branch of mechanics describing the geometry of motion without references to the causes of
motion.
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3.34 Similarly, vehicles are already grappling with reading road signs. Under EU Regulation
2019/2144,3 vehicles must be equipped with an intelligent speed assistance system
by July 2022, which works through “observation of road signs and signals”.3®

3.35 However, the Society of Motor Manufacturers and Traders (SMMT) pointed out that
there is no explicit requirement within the ALKS Regulation to require systems to
detect and respond to emergency vehicles. Instead, the human in the driving seat
(“the fallback ready user”)®” should notice and respond:

The Highway Code must be amended to clarify that the fallback-ready user
should retain the residual responsibility of remaining vigilant to
extraordinary external conditions where it is not appropriate to continue using
the automated driving functionality.3® (emphasis in original)

3.36 Similarly, in an unavoidable low-energy collision, the SMMT comments that “the
braking force of the vehicle should draw the fallback-ready user’s attention to the
situation”:

Moreover, it is unlikely that the fallback-ready user, even if engaged in
permitted activities other than driving, will be oblivious to any contact with the
vehicle, even if it is low-energy”.3°

3.37 In other words, although many ALKS will be able to recognise emergency vehicles
and low-energy impacts, there is some uncertainty that all ALKS will be able to do so.
In some cases, ALKS may rely on the person in the driving seat to notice and respond
to the situation, even in the absence of a transition demand.

3.38 These scenarios raise difficult questions about the scope of the definition of self-
driving. How far is the need to remain “vigilant to extraordinary external conditions”
compatible with undertaking non-driving related activities? And who decides: is it a
matter for nation states or international regulation? These questions are not easy to
answer and we consider them below.

THE LEGAL IMPLICATIONS: A MATTER FOR EACH JURISDICTION

3.39 Although the UN Regulation describes ALKS as “the first regulatory step” towards
automated driving and provides technical requirements, it does not indicate how the
use of ALKS should be regulated in individual jurisdictions. It does not, for example,
indicate how jurisdictions should assign civil and criminal liability for issues that arise

3 Regulation 2019/2144 on type-approval requirements as regards general safety and the protection of
vehicle occupants and vulnerable road users, Official Journal L325 of 16.12.2019 comes into effect on 6
July 2022 and amends Regulation 2018/858.

3  Regulation 2019/2144, art 6(2)(c). The system alerts the driver when the speed limit is exceeded (but does
not prevent the driver exceeding that limit). The system can be switched off by the driver at will where, for
example, road signs are missing or defective. The driver is still expected to pay attention; see Recital 11.

37 In SAE terminology a fallback-ready user exists at Level 3 and has to take over control on the move. We
discuss this in Ch 4.

38 SMMT response to the Call for Evidence, para 37.
3 SMMT response to the Call for Evidence, para 45.
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from the how the ALKS drives. The measures in the ALKS regulation “are without
prejudice to driver behaviour rules on how to use these systems in Contracting
Parties”.*? As the recent amendment to the Vienna Convention on Road Traffic 1968
makes clear, automated driving is subject to “domestic legislation governing
operation”.*!

3.40 Furthermore, the ALKS Regulation does not state whether drivers should be allowed

to engage in non-driving related activities while the ALKS is engaged (such as looking
at the infotainment screen to check emails or watch a film). This point is made explicit
in the introduction to the Regulation. As we noted above, although the Regulation
requires most activities displayed on the infotainment screen to be suspended as soon
as a transition demand is issued,*? this is without prejudice to national laws about how
these systems may lawfully be used at a national level.*3

The UNECE draft resolution on “activities other than driving”

3.41 The issue of secondary activities has been addressed by another part of the UNECE:

the Global Forum for Road Traffic Safety (known as Working Party 1).

3.42 In March 2021, Working Party 1 will consider a draft resolution on activities other than

driving which drivers may undertake when the automated driving system is engaged.
The draft resolution applies to vehicles equipped with automated driving systems
which issue transition demands to the driver. Drivers using such automated driving
systems need to be ready and able to exercise dynamic control, and may be expected
to do so on a transition demand.**

3.43 Non-driving related activities (unrelated to dynamic control of the vehicle) may be

permitted if four criteria are met:

(1)  These activities do not prevent the driver from responding to demands from the
automated driving system for taking dynamic control. The resolution says the
user should be “ready and able” to take control;

(2) These activities are consistent with the prescribed use of the automated driving
system and its defined functions;

40

41

42

43

44

ALKS Regulation, Introduction.

Vienna Convention on Road Traffic, Article 34 Bis, paragraph (b), available in the Report of the Global
Forum for Road Traffic Safety on its eighty-first session ECE/TRANS/WP.1/173, Annex 1. The explanatory
memorandum to the amendment expressly states that individual jurisdictions “could also impose additional
requirements for the operation of automated driving systems”, Annex 2.

As discussed earlier, an exception is made for activities normally permitted while driving, such as satnavs.
ALKS Regulation, Introduction.

The draft resolution refers to the technical capabilities an ADS needs in order to support the driver to safely
undertake non-driving related activities. Section IV of the draft resolution states that it is assumed that
automated driving systems will support outcomes including “... sufficient lead time for the driver to complete
a safe process to take dynamic control” and “the performance of appropriate risk mitigation manoeuvres
(including where the automated driving system takes action if the driver disregards a transition demand or if
it is determined that the driver is not ready and able to respond to a transition demand from the automated
driving system).”
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(3)  The driver complies with traffic laws applicable in the country regarding
activities other than driving; and

(4)  The driver has and maintains the capabilities necessary to fulfil their respective
duties regardless of whether an automated driving system is engaged.

3.44 By including point 3, the resolution confirms that, even if the other criteria are met,
contracting states may decide not to permit secondary activities. The matter is one for
local discretion.

THE DEFINITION OF SELF-DRIVING IN GREAT BRITAIN

3.45 Under section 1 of the Automated and Electric Vehicles (AEV) Act 2018, the Secretary
of State must prepare a list of all motor vehicles that are (in the Secretary of State’s
opinion) “designed or adapted to be capable, at least in some circumstances or
situations, of safely driving themselves”.

3.46 Section 8(1)(a) defines “driving itself” as “operating in a mode in which it is not being
controlled, and does not need to be monitored, by an individual”.

3.47 The question is whether a vehicle equipped with an approved ALKS system would
meet this definition. Can the ALKS safely drive itself without being monitored by an
individual?

Why the definition of self-driving matters

3.48 At present, the definition only affects civil claims. The AEV Act 2018 introduces a new
form of liability by which an insurer becomes liable for accidents caused by a listed
vehicle “when driving itself”.

3.49 However, in our first consultation paper, we said that the definition should also affect
criminal liability. We proposed that where the vehicle is listed as capable of driving
itself and the automated driving system (ADS) is correctly engaged, the human user
would not be liable for criminal offences arising out of the dynamic driving task.
Instead, any problems would be dealt with by regulatory action against the automated
driving system entity (ADSE). Two thirds of consultees agreed. Many saw this as
logical, given that the human user no longer had any control over the way the vehicle
was driven.

3.50 Therefore, under our proposed scheme, the definition of self-driving matters a great
deal. If a vehicle is classified as self-driving and the ADS is correctly engaged, the
person in the driving seat becomes a “user-in-charge” rather than a driver. This has
several implications:

(1)  The user-in-charge could lawfully undertake activities which drivers of
conventional vehicles are not allowed to do as it would distract them from
driving. Examples are watching a movie or reading emails.

(2) If there is a collision caused by a vehicle driving itself:

(@) theinsurer would compensate the victim, irrespective of fault by either
the user-in-charge or the ADSE;
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3.51

3.52

3.53

(b)  the user-in-charge could not be prosecuted for offences such as careless
or dangerous driving.

(3) The user-in-charge could not be prosecuted for a wide range of other offences,
such as exceeding the speed limit or running a red light.

(4) Instead, if the ADS acted in a way which would be criminal if done by a human
driver, this would be dealt with as a regulatory matter. The issue would be
resolved between the regulator of the AV safety assurance scheme and the
entity which is responsible for the safety of the automated driving system (the
Automated Driving System Entity or ADSE).*

There is a crucial conceptual leap between human driving and self-driving. On one
side of the line, an advanced driver assistance system might give the impression of
self-driving, as it acts to steer the car and control acceleration and braking. However,
as the system cannot deal with all situations, the human behind the wheel is required
to monitor the driving environment and respond to events. The human would be
blamed for dangerous or careless driving — and, if someone dies as a result, might
spend years in prison.

On the other side of the line, the ADS is regarded as self-driving. The steering and
acceleration may look similar. However, the human in the driving seat may relax and
divert their attention, knowing that they are not responsible for anything that happens
while the ADS is correctly engaged. The ADS itself monitors the driving environment
and responds to events.

This means that under our scheme it would be crucial to distinguish between systems
which can (and cannot) “safely drive themselves” without needing to be “monitored by
an individual”. Where should this dividing line fall?

The monitoring test and control test

3.54

In its call for evidence, the Government sets out two tests which it proposes to use to
decide whether a vehicle or type of vehicle is capable of driving itself safely: the
monitoring test and the control test.6

(1)  The monitoring test states that an individual does not need to monitor the
vehicle if the vehicle can safely achieve the following without human monitoring:

(@)  comply with relevant road traffic rules;
(b)  avoid collisions which a competent and careful driver could avoid;
(c) treat other road users with reasonable consideration;

(d) avoid putting itself in a position where it would be the cause of a collision;

45 Under our proposals in Ch 14, it would also be a criminal offence for the ADSE to misrepresent or conceal
safety-critical information. These would target wrongdoing by the corporation itself, senior management and
employees that directly participated in the wrongdoing.

46 Call for Evidence, p 23.
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(e) recognise when it is operating outside of its operational design domain.

The control test states that a vehicle is not being ‘controlled’ by an individual if
the individual controls none of the following:

(a) longitudinal dynamics (speed, acceleration, braking, gear selection);

(b) lateral dynamics (steering).

3.55 Annex A to the Call for Evidence listed each criterion against an equivalent provision
in the ALKS Regulation. On this basis, the UK Government reached the preliminary
assessment that ALKS are self-driving within the meaning of the AEV Act 2018,
subject to responses and further evidence.

3.56

The Call for Evidence asked if these tests provide a reasonable framework for testing
compliance with the AEVA definition of automation; and if consultees agreed with the
preliminary assessment.*’

The definition of self-driving: responses to the Call for Evidence

A controversial issue

3.57 Consultees were split on whether ALKS should be listed under the AEV Act 2018 as
self-driving. At one end of the spectrum, the Association of British Insurers (ABI) and
Thatcham argued strongly that ALKS should not be listed:

3.58

3.59

In our opinion, ALKS fails the Government’s own test of whether it should be
regarded as automated under the definition of the AEV [Act]. Of the 12 key
requirements for safe automated driving set out by the insurance industry in
2019, only 2 (Location Specific and Starting Automation) are clearly and
unambiguously met....

ALKS systems require the driver to take back control to maintain safety and
cannot emulate a safe and competent driver. The technology may have benefits
but only as an extension of today’s Assisted driving technologies.

At the other end of the spectrum, the SMMT said that all ALKS enabled vehicles

should be listed:

We believe the definition of an automated vehicle set out in AEVA 2018 is
aligned with the requirements of Regulation 157 [The ALKS Regulation]. A
vehicle with ALKS is designed to be capable, in at least some circumstances or
situations, i.e. its ODD, of safely driving itself.*®

The SMMT emphasised that the UK should list all type-approved ALKS, without

additional checks or tests:

47 Call for Evidence, p 23.

48 SMMT response to the Call for Evidence, para 27.
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Vehicle manufacturers will design, develop and manufacture vehicles with
ALKS for global markets. As such, it is of paramount importance for contracting
parties to follow and apply international regulations in order to avoid a
patchwork of fragmented individual national regulations.®

Concerns about applying the tests

3.60 There was comparatively little discussion of the monitoring and control tests
themselves. Instead, the debate was about how the tests were applied. Again, ABI
and Thatcham put the point strongly:

Any high-level approach that simplifies a highly complex task into 7 principles is
going to be open to a large degree of interpretation. Thatcham and the ABI
strongly disagree with the interpretation of how ALKS meets these criteria.°

3.61 They pointed to a need for “significant additional technical details” to “reduce the room
for local interpretation”.!

3.62 The Faculty of Advocates made some comments on the tests themselves, but were
particularly critical of the way that the tests had been applied in Annex A:

Annex A does not appear to be such an assessment: it appears to tabulate the
draft test criteria against certain ‘requirements’ which are pre-filtered by their
understood relevance to those requirements.

3.63 WMG asked for “further guidance at a UK level”:

For example, the regulation states: “The activated system shall not cause any
collisions that are reasonably foreseeable and preventable”. The terms
“reasonably foreseeable and preventable” are subjective terms and open to
interpretation. Therefore, more guidance is needed to ensure common
understanding and safety targets for ALKS system.

Requests for further research

3.64 Several respondents said that further research was needed about how ALKS would
work before making a decision whether to list the vehicle as capable of safely driving
itself under section 1 of the AEV Act 2018; or to permit the human in the driving seat
to engage in non-driving related activities whilst the ALKS is engaged. Reed Mobility
said that “more research is required to understand how ALKS performs before it could
be considered to offer true automated driving as per AEVA”.

3.65 Burges Salmon LLP opposed allowing secondary activities before further evidence
had been gathered. They cited various academic studies in support, concluding that:

whilst we acknowledge the possibility that secondary activities may alleviate
issues related to experiencing periods of “low cognitive load”, it is not clear that

49 SMMT response to the Call for Evidence, para 30.
50 ABl/Thatcham response to the Call for Evidence, para 35.

51 ABI/Thatcham response to the Call for Evidence, para 36.
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3.66

there is a sufficient evidence base to demonstrate that in this context and the
relative net benefits suggested.

The RAC Foundation also noted the need to consider how rules on secondary
activities would work in practice:

Drivers can still routinely be seen using handheld devices whilst driving despite
successive increases in penalties, either because they have missed or
misunderstood the law or because they judge the chances of being caught are
so slim. The government needs to consider very carefully how, in the real world,
people will behave and act accordingly.

CONCLUSION: THREE QUESTIONS

3.67

3.68

3.69

3.70

The debate over ALKS raises three controversial questions of what it means for a
vehicle to be self-driving as a matter of law.

(1)  The first is about monitoring. If the human in the driving seat is not monitoring
the vehicle or the outside environment, how far can they be expected to
intervene, in response either to a transition demand or exceptional external
conditions? We discuss this in depth in Chapter 4. We draw on the considerable
literature on what it means for an individual to monitor the driving environment,
the vehicle or the way that it drives.

(2) Secondly, how safe is safe enough? For example, does the system have to
drive as well as a competent and careful driver in all circumstances, or is it
enough that they are better than human drivers overall? We discuss different
safety thresholds in Chapter 5.

(3) Thirdly, who decides: should decisions about what is self-driving be made
internationally, or by nation states? While vehicle regulation is mostly governed
by UNECE regulations, driving behaviour is a national competence. Self-driving
straddles both areas. We describe the current law in Chapter 6, discuss
methods for assessing AV safety in Chapter 7 and make provisional proposals
in Chapter 8.

These questions relate to all systems with the potential for self-driving which may be
developed over the next decade. This paper is not simply about ALKS, although the
debate over ALKS has given the discussion a sharper focus.

The first question is definitional: if a vehicle needs to be monitored, it may be perfectly
safe and acceptable, but not self-driving. The next question is: can the vehicle safely
drive itself? This is a separate question: in theory a car could act dangerously, while
still driving itself. However, it is an essential threshold, marking the boundary between
driver assistance and self-driving. Under section 1 of the AEV Act 2018, the Secretary
of State must be of the opinion that a vehicle can safely drive itself, at least in some
circumstances. If the vehicle is not safe, it should not be listed as self-driving.

In practice, of course, the two questions are intertwined. If a vehicle is not safe without
being monitored, this suggests that it does need to be monitored. Neither the definition
nor the threshold have been met.
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3.71

3.72

3.73

The Call for Evidence suggests that both questions are technical ones, which could be
decided at UNECE level. Rather than make a separate decision about each make and
model of vehicles, the Secretary of State's list might simply reference particular
UNECE regulations.® This would mean that if a UNECE regulation were included on
the list, any vehicle with a system approved under that regulation would automatically
be listed as self-driving.

We have concerns about this approach, especially when Great Britain takes the next
step towards self-driving - which is to absolve the human in the driving seat from
criminal liability for what the vehicle does. In the absence of driver liability there needs
to be an alternative effective way of regulating AV driving behaviour at national level.

In Chapter 8, we provisionally propose a national process for deciding whether a
vehicle is safe enough to be allowed on the road without human monitoring. This
means that (for example) some ALKS may meet the tests for self-driving while others
may not. It also involves identifying an entity with a presence in Great Britain (the
Automated Driving System Entity, or ADSE), to take responsibility for the way the
vehicle drives on an ongoing basis.

52 Call for Evidence, para 3.12.
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Chapter 4: Self-driving and human intervention

41

4.2

4.3

4.4

4.5

4.6

If a vehicle is driving itself, how far can a human in the driving seat be expected to
intervene when things go wrong? If a driving automation feature is engaged, must the
human continue to monitor the driving environment, or can they relax and carry out
other activities (such as checking their messages)? And if they have relaxed into other
activities, when and how should they be called on to take over the driving task? These
are central questions which go to the meaning of self-driving.

In this chapter, we consider human intervention in Path 1 vehicles. These require a
human in the vehicle® (or sometimes, in sight of the vehicle, as with auto-parking and
auto-summons features). By contrast, Path 2 vehicles can travel empty and will be
tracked remotely.%* We consider intervention from a remote operations centre in
Chapter 13.

As we have seen in Chapter 3, under the Automated and Electric Vehicles Act 2018
(AEV Act), a key test is whether the vehicle “does not need to be monitored by an
individual”.®® We think that it is right to focus on the need for human monitoring, but
pinning down the meaning of “monitoring” has proved more difficult than it may have
first appeared.

Here we start by looking at the way humans respond when doing very little, and how
much they tend to over-rely on machines. We then consider the work of the Society of
Automotive Engineers International (SAE) in classifying levels of automation. We
focus on “Level 3” systems, which do not require users to monitor the driving
environment, but do require users to be receptive to a “request to intervene”. We look
at the way in which the SAE distinguishes between “monitoring” and “receptivity”.

We then consider how these issues have been approached in UNECE resolutions and
in other jurisdictions, particularly in Germany, Japan and the US. In the UK, the
Association of British Insurers (ABI) and Thatcham research have also considered
these issues.

Different sources use different terminology. Although the SAE refer to an alert given
by a Level 3 system as “a request to intervene”, this may understate its importance.
The UN Regulation on Automated Lane Keeping refers to a “transition demand”.*®
This gives a clearer picture of the significance of the alert, and we have adopted the
term “transition demand” in this paper.

53
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We refer to this person as the user-in-charge.
For the difference between Path 1 and Path 2 vehicles, see diagram in ch 2 above.
Automated and Electric Vehicles Act 2018, s 8(1)(a).

UN Regulation 157 on uniform provision concerning the approval of vehicles with regards to Automated lane
Keeping System ECE/TRANS/WP.29/2020/81 (ALKS Regulation), para 2.2.

35



4.7

As we discuss below, we think that if a transition demand is timely and clear, it is
reasonable to expect the user-in-charge to respond to it. However, we have strong
concerns over any requirement that the user-in-charge should be expected to notice
problems in the absence of a transition demand. On this basis, we think that some
conditionally automated®” systems will qualify as self-driving while others will not.

HUMAN FACTORS RESEARCH: THE PROBLEM OF PASSIVITY

4.8

4.9

4.10

4.11

There is a robust body of human factors®® research showing that people find it more
difficult to monitor a task passively than to be actively engaged in it.>® The less people
are called on to do, the more likely they are to lose concentration and become drowsy,
inattentive or distracted. Furthermore, after using machines for a while without
incident, people tend to become over-confident. They will then rely on automation
even if they are told that it is not safe to do so. Over time, erosion of driving skills may
also become a concern as people drive less and less.°

As we move incrementally towards automated driving, the problem of over-reliance
has come to the fore. Misuse and abuse of driving automation features has already
led to dangerous risk-taking. For example, in 2018 a driver moved into the passenger
seat on an English motorway, while the driver assistance system propelled the car at
40 miles an hour. When convicted of dangerous driving, the driver commented that he
was “the unlucky one who got caught”.®" Unfortunately, there have also been fatalities
associated with over-reliance on driver assistance features.®?

This means that increases in the sophistication of driving automation do not
necessarily lead to increases in safety. Several commentators have pointed to a “dip”
in safety between helpful assistance and true self-driving. There comes a point in
which the system gives the appearance of self-driving without being good enough to
cope with common scenarios (such as weaving motorcycles, inconsistent road
markings or parked vehicles partially occupying the lane).

As Professor Philip Koopman and Beth Oysk explain:

57 Also referred to as SAE Level 3 systems in the SAE Taxonomy discussed below.

58 “Human factors” is a discipline concerned with understanding the interaction between humans, machines
and the environment in which they operate. See for example the website of the International Ergonomics
Association, https://www.iea.cc/whats/index.html.

5 We summarised this material in CP1, Appendix 3.

60 Similar issues have arisen in aviation as flying has become increasingly automated, see the Federal
Aviation Administration Safety Alerts for Operators at
https://www.faa.gov/other_visit/aviation_industry/airline_operators/airline_safety/safo/all_safos/media/2013/s
afo13002.pdf.

61 CP1, note 118.

62 This has been the case with drivers who have over-relied on Tesla’'s “Autopilot” system. For example,
Joshua Brown died in May 2016 when his Tesla collided with a truck on a Florida Highway: see
https://www.nytimes.com/2016/07/02/business/joshua-brown-technology-enthusiast-tested-the-limits-of-his-
tesla.html. In March 2018, Walter Huang died when his Tesla collided with a concrete barrier in California:
see https://www.bbc.co.uk/news/technology-51645566.
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Perhaps counter-intuitively, the probability of a supervisor failure is likely to
increase as the autonomy failure rate decreases. (...) In other words, the less
often autonomy fails, the less reliable supervisor intervention becomes. The
most dangerous operational region will be when the autonomy is failing often
enough to present a significantly elevated risk, but not often enough to keep
the supervisor alert and engaged.®?

4.12 The point can be illustrated schematically by the following (theoretical) diagram:54

Actual progress

Overall

safety of

human + E

AV /' Supervisor frequently fails to

respond in time

Technological development of AV over time

AV fails frequently AV fails moderately AV fails infrequently AV fails very AV essentially never
frequently infrequently fails

Figure 4.1 — A comparison between the idealised progress and actual progress of the
development of AVs

4.13 The law cannot prevent the human tendency to lose concentration while monitoring or

to over-rely on technology. However, the law should not exacerbate the problem. It
must give clear messages about what is self-driving and what is not.

4.14 Those responding to our first consultation paper stressed that people using these

driving automation features need to understand what is (or is not) expected of them.
They called for a clear dividing line between vehicles which can safely drive
themselves and those which merely assist a human driver.®® We therefore propose a
single definition of self-driving to cover both civil and criminal liability.
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P Koopman and B Osyk, “Safety Argument Considerations for Public Road Testing of Autonomous
Vehicles” (2019) 1(2) SAE International Journal of Advances and Current Practices in Mobility 512.

See also F Flemisch “Uncanny and Unsafe Valley of Assistance and Automation: First Sketch and
Application to Vehicle Automation”, in C Schlick (ed), Advances in Ergonomic Design of Systems, Products
and Processes (2017).

The Association of British Insurers (ABI) and Thatcham Research have published extensively on this matter.
See for example Defining Safe Automated Driving. Insurer Requirements for Highway Automation
(September 2019) (ABI/Thatcham Report),
https://www.abi.org.uk/globalassets/files/publications/public/motor/2019/defining-safe-automation-technical-
document-aug-2019.pdf. We refer to this further below at paras 4.70 to 4.76 below.
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THE SAE TAXONOMY

4.15 SAE published its taxonomy and definitions for terms related to driving automation
systems for on-road motor vehicles in 2014. It has been revised several times, with
the latest publicly available version released in 2018 (the “SAE Taxonomy”).%¢ It sets
out a six level system, as illustrated below.

ﬁ SAE J3016™LEVELS OF DRIVING AUTOMATION
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For a more complete description, please download a free copy of SAE J3016: https://www.sae.ora/standards/content/|3016 201806/

Figure 4.2 — A simplified visual chart of the SAE J3016 levels (from SAE.org)

4.16 The most marginal level is “conditional automation” (Level 3), in which the automated
driving feature is generally capable of performing all the driving tasks but a human in
the driving seat is expected to respond to its “request to intervene”. In SAE
terminology, at Level 3, a human “fallback-ready user” must be receptive to the
request or to an evident vehicle systems failure, but is not expected to monitor the
driving environment.®”

66 Society of Automotive Engineers International (SAE), J3016 Taxonomy and Definitions for Terms Related to
Driving Automation Systems for On-Road Motor Vehicles (June 2018) (SAE Taxonomy).

67 SAE Taxonomy, paras 3.19, 3.19.2 and 5.4.
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417 Level 3 can be contrasted with Level 4 (high automation). Here, if the user fails to

respond to a handover alert, the issue is not safety-critical. Instead the system will put
the vehicle into a “minimal risk condition”.%®

4.18 The SAE Taxonomy is described as “descriptive and informative, rather than

normative”, and “technical rather than legal”.®® It aims to “be useful across disciplines”,
including engineering and law, by providing a technical description of the respective
roles of human users, the driving automation system and other vehicle systems and
components.’® It does so on the basis of parameters defined by manufacturers.”

4.19 Importantly, the taxonomy does not determine legal responsibilities. Legal

responsibility reflects judgments of fairness, accountability and allocation of risk in
society, which go beyond engineering definitions or manufacturer specifications. Our
views, on which we are consulting with this paper, are informed by the technical
specifications in the SAE Taxonomy but are not dictated by them.

4.20 During our previous consultations we found considerable variation in what people

understood each level of automation to cover, even among those working in the
field.”? People often refer to the tables published by the SAE rather than engaging
with the full SAE Taxonomy set out in the detailed 35 page document.” Nonetheless
the SAE Taxonomy is the most widely used description of driving automation and the
closest people working in the field have to a common language.™

68

69

70

71
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73

74

In the United States, the Uniform Law Commission (ULC) has described the distinction in the following
terms: “Level 3 and 4 automated driving are distinguished from each other by who or what is expected to
reasonably continue or terminate a trip when the automated driving system cannot complete it. At level 4, an
automated driving system that encounters a failure or condition for which it was not designed can
consistently achieve a ‘minimal risk condition’ by bringing the vehicle to a reasonably safe stopping point
such as a highway shoulder. At level 3, in contrast, a particular vehicle user is expected to intervene under
these circumstances (after appropriate warning by the automated driving system or the vehicle) to either
drive the vehicle to its destination or, if this is no longer practical, to achieve a 'minimal risk condition.””, see
ULC discussions (February 2018) at
https://www.uniformlaws.org/HigherLogic/System/DownloadDocumentFile.ashx?DocumentFileKey=53d82b
1e-a0af-dcfd-f268-69ad552cd7a0&forceDialog=0.

SAE Taxonomy, pp 1 and 18.
SAE Taxonomy, p 1.

SAE Taxonomy, p 24: “The manufacturer of a driving automation system determines that system’s
requirements, operational design domain, and operating characteristics, including the level of driving
automation... The manufacturer also defines the proper use of that system”. ISO/SAE DPAS 22736 broadly
uses the same language but refers to a driving automation system “feature” rather than simply to the driving
automation system; see p 29.

Common misconceptions include that ‘Level 5 systems are the only ones that do not require any human
intervention to complet